WarpX: Toward Exascale Modeling of Plasma Particle Accelerators on CPU and GPU
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Particle accelerators are a vital part of the DOE-supported infrastructure of discovery science and university and private-sector applications, and have a broad range of benefits to industry, security, energy, the environment and medicine. To take full advantage of their societal benefits, however, we need game-changing improvements in the size and cost of accelerators. Plasma-based particle accelerators stand apart in their potential for these improvements. Turning this from a promising technology into mainstream scientific tools depends critically on high-performance, high-fidelity modeling of complex processes that develop over a wide range of space and time scales.

As part of DOE’s Exascale Computing Project [3], a team from Lawrence Berkeley National Laboratory, in collaboration with teams from SLAC National Accelerator Laboratory and Lawrence Livermore National Laboratory, is developing a new powerful plasma accelerator simulation tool. The new software will harness the power of future exascale supercomputers for the exploration of outstanding questions in the physics of acceleration and transport of particle beams in chains of plasma channels. This will benefit the ultimate goal of compact and affordable high-energy physics colliders, and many spinoff applications of plasma accelerators along the way.

We are combining three major software components (Warp, AMReX and PICSAR) into the new software tool WarpX\(^2\) that will be tuned for running efficiently at scale on exascale supercomputers.
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A UML diagram of the WarpX application is given in Fig. 1. Warp provided by three packages: AMReX for the handling of AMR, communication and load balancing, PICSAR for the low level individual PIC functionalities, and Warp (optional) for extra physics packages, alternate user interface and control.

Figure 1: UML diagram of WarpX. In addition to WarpX’s own source code (‘WarpX-Source’), functionalities are provided by three packages: AMReX for the handling of AMR and WarpX-Source contains some recoded pre-existing Warp functionalities, as needed for compatibility with AMReX.

The main algorithm that is used in WarpX is the electromagnetic Particle-In-Cell method, where charged macroparticles are pushed using the Newton-Lorentz equations (with a leapfrog pusher), interacting via self-electromagnetic fields that are solved on a hierarchy of AMR block-structured grids. Interpolations using linear, quadratic or cubic splines are used to deposit the macroparticles’ charge and current onto the grids and to gather the electromagnetic fields from the grids onto the macroparticles. The Maxwell’s equations are solved using either a finite-difference time-domain (FDTD) solver or an FFT-based Pseudo-Spectral Analytical Time-Domain (PSATD) solver.

The mesh refinement method that was implemented in WarpX follows the method that had been implemented and validated in Warp [8], based on the following principles: i) avoidance of spurious effects from mesh refinement, or minimization of such effects; ii) user controllability of the spurious effects’ relative magnitude; iii) simplicity of implementation. The two main generic issues that were identified in earlier work are: a) spurious self-force on macroparticles close to the mesh refinement interface [5, 7]; b) reflection (and possible amplification) of short wavelength electromagnetic waves at the mesh refinement interface [6]. The two effects are due to the loss of translation invariance introduced by the asymmetry of the grid on each side of the mesh refinement interface. The implementation that was adopted in WarpX mitigates both spurious effects.

Numerical dispersion is always present in finite-difference algorithms. With typical second order accurate solvers (the most common being the so-called Yee solver[9]), keeping the numerical dispersion at an acceptable level requires strongly over-resolving the wavelength of the incoming laser and scattered radiation, which leads to a very large number of grid cells. By contrast, spectral algorithms enable solvers with very high spatial order. Combining spectral algorithms with analytical integration of the equations over one time-step (assuming that the source term is constant over the time step, a core Particle-In-Cell assumption), they lead to the Pseudo-Spectral Analytical Time-Domain (PSATD) algorithm that exhibits no numerical dispersion at any wavelength or angle, and has no Courant. PICSAR offers an optimized PSATD solver that is used in WarpX. Due to the finite speed of light, this implementation relies on local FFTs and proves to be scalable on large supercomputers like Mira at ALCF.

WarpX has been used for production simulations on CPUs, and has been ported to GPUs, showing good scalings for uniform plasma simulations on half of the Summit supercomputer at Oak Ridge Leadership Computing Facility (OLCF). The whole PIC loop runs
on the GPU, to avoid time-consuming data transfer between CPU and GPU as much as possible. WarpX strategy follows the AM-ReX strategy, consisting in using extensively the CUDA Managed memory, provided an abstraction level with amrex::ParallelFor, similar to Kokkos and RAJA for instance, and using the C++ Thrust library.

Finally, the WarpX Exascale project combines state-of-the-art libraries for particle-in-cell algorithm (PICSAR) and adaptive mesh refinement (AMReX) along with novel algorithms to explore the physics of plasma accelerators and support experimental efforts to build a high-energy physics collider. The code shows good scalings on the NERSC supercomputer Cori KNL without mesh refinement, and teams are currently dedicated to enable mesh refinement to increase performances as well as fidelity.
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