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ABSTRACT

Many scientific domains require the solution of high dimensional PDEs. Traditional grid- or mesh-based methods for solving such systems in a noise-free manner quickly become intractable due to the scaling of the degrees of freedom going as $O(N^d)$, sometimes called “the curse of dimensionality.” We are developing an arbitrarily high-order discontinuous-Galerkin finite-element solver that leverages an adaptive sparse-grid discretization whose degrees of freedom scale as $O(N^{\ast \log_2 N^D} - 1)$. This method and its subsequent reduction in the required resources is being applied to several PDEs including time-domain Maxwell’s equations (3D), the Vlasov equation (in up to 6D) and a Fokker-Planck-like problem in ongoing related efforts. Here we present our implementation which is designed to run on multiple accelerated architectures, including distributed systems. Our implementation takes advantage of a system matrix decomposed as the Kronecker product of many smaller matrices which is implemented as batched operations.
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In many scientific disciplines the underlying processes can be described by high dimensional (D=3) partial differential equations (PDEs). However, our ability to simulate such systems is limited by the $\sim N^D$ exponential growth in the degrees of freedom (unknowns) inherent in such cases. This “curse of dimensionality” has traditionally meant avoiding the use of continuum (mesh- or grid-based) methods for high dimensional problems in favour of Monte-Carlo approaches where the computational resources required are more tractable. While these approaches [e.g., 2] have demonstrated significant successes, they still suffer from Monte-Carlo (MC) noise which is proportional to $\sqrt{N_p}$ (where $N_p$ is the number of MC samples). As such, there is motivation to develop a capability to apply the noise-free continuum methods to high-dimensional problems. This is particularly true for the challenges in simulation presented by magnetically confined plasma in nuclear fusion where the underlying PDE is 6D in nature (cf. Fig. 1).

Here we present the implementation details of the “Adaptive Sparse Grid Discretization” (ASGarD) code which implements a finite-element solver atop an adaptive sparse-grid[3] discretization such that the degrees of freedom required are significantly reduced my dropping grid points associated with high order mixed derivatives not present in the solution.
Figure 1: Estimate of degrees-of-freedom vs. number of grid points per dimension for a 6D system assuming a naive “full” grid, and the “sparse” grids implemented in this paper.

We implement the discontinuous-Galerkin [1] method using a truncated tensor product $D$-many 1D hierarchical bases. Our implementation allows arbitrary dimension and order and employs either explicit or implicit time stepping. The arbitrary dimensionality and order aspects of the formulation manifests as the Kronecker product of $D$-many small matrices of size order by order (where the order is typically less than 10). Fig. 2 illustrates a 2D case.

Figure 2: Upper: The Kronecker product which forms the core computational kernel for a 2D problem, i.e., advance the system from a state represented by vector $V$ to state $Y$. Lower: Splitting of the dimensions to avoid explicit construction of the tensor product expanded system matrix.

The core time advance kernel is the application of the tensor product encoded system matrix to the solution vector at every timestep. Formation of this matrix is infeasible for large problems and is instead done in a matrix-free manner according to Figs. 2 and 3 where we decompose the problem and calculate the contribution of each element-to-element relationship (a connection) in parallel. Each connection requires the tensor product of small (e.g., 8x8) sections of $D$-many operator matrices, then multiply the result with a segment of the solution vector, which are then batched across connections. The GEMMs within each batch can be performed in parallel, with outputs from one dimension becoming inputs to the next higher dimension. Finally, we reduce the connections for each element to form a segment of the solution vector.

Figure 3: Illustration of the resulting batched-GEMM + reduction operations where the batching is over each finite element (vertical) and connected elements (horizontal).

Figure 4: Computational efficiency of GPU enabled batched-GEMM for a 2D problem of various basis function order.

The observed performance of this approach is shown in Fig. 4. While the batching reaches the theoretical peak for the provided matrix sizes, it is far from the device peak. To address this, we will discuss options for fusing pieces of the Kronecker product, thereby improving performance.
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