Multi-GPU Optimization of a Non-hydrostatic Numerical Ocean Model with Multigrid Preconditioned Conjugate Gradient Method
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ABSTRACT
The conjugate gradient method with multigrid preconditioners (MGCG) is used in scientific applications because of its high performance and scalability with many computational nodes. GPUs are thought to be good candidates for accelerating such applications with many meshes where an MGCG solver could show high performance. No previous studies have evaluated and discussed the numerical character of an MGCG solver on GPUs. Consequently, we have implemented and optimized our “kinaco” numerical ocean model with an MGCG solver on GPUs. We evaluated its performance and discussed inter-GPU communications on a coarse grid on which GPUs could be intrinsically problematic. We achieved 3.9 times speedup compared to CPUs and learned how inter-GPU communications depended on the number of GPUs and the aggregation level of information in a multigrid method.

1 Introduction
Numerical ocean models are expected to play important roles in predicting climate change and investigating marine resources under various climatic conditions. To conduct realistic simulations, we therefore must resolve and simulate very small-scale dynamics over an extensive ocean. GPUs have substantial computational power and wide memory bandwidth, making them suitable for numerical simulations with many grids. This model includes an MGCG solver used in several HPC applications because of its high performance and scalability with many computational nodes. Its optimization and numerical character on CPUs have been discussed in previous studies [1], but no studies have evaluated and discussed MGCG solvers on GPUs in detail. GPUs are not efficient at both computation and inter-GPU communication on coarse grids, hence GPUs implemented on MGCG solvers on coarse grids require evaluation and discussion. In this study, we optimize our numerical ocean model using an MGCG solver and discuss inter-GPU communications on coarse grids.

2 Model description
Our model, kinaco, simulates ocean dynamics using the three-dimensional non-hydrostatic Navier–Stokes equation in an orthogonal curvilinear coordinate system [2]. All of the equations are discretized on structured grids and approximated using Poisson/Helmholtz equations, solved using the MGCG solver. This model is parallelized by domain decomposition using the MPI communication library. In the multigrid method that we apply to preconditioning, matrix and/or vector calculations are executed on several resolution grids. The level of the finest grid is set to zero, and the levels are numbered from the finest to coarsest grid on which the number of meshes is one for each MPI process. In this experiment, we assigned one GPU to one MPI process. At the coarsest level, the information of multiple GPUs is gathered to one GPU through collective MPI. The gathered meshes are executed on one GPU following the same idea, where no communication is required (Fig. 1). Especially, communication of a few grids can be more inefficient compared to communication on CPUs owing to the overhead of CUDA-Aware MPI resulting from the intrinsic structure of a GPU-CPU system.

3 Implementation and Optimization on GPUs
Our previous study in SC18 [3] implemented and optimized kinaco on as many as 16 GPUs using CUDA, which showed 3.3 times speedup compared to CPU-based executions. In this study, we optimized the communication of kinaco to achieve more acceleration and expanded to 64 GPUs.

We evaluated our GPU-implemented kinaco performance and found that communications in the MGCG solver were performance bottlenecks. We used two techniques to solve this problem, overlapping of communication with computation [4, 5] and modification of multigrid method aggregation levels [1]. We introduced two kinds of overlapping method. In the first, some values can be executed independently of others, and their communications can overlap with other variables (Fig. 2a). As for kinaco, calculations of dot-products and norms of error vectors could overlap with data exchange. The second method relies on data independence within a single variable. As for most of kinaco’s variables, only the halo region is exchanged with neighbors. Fig. 2b shows an example in which exchange of the halo areas is required for sequential computing. This calculation in the inner area is not related to previous communication and hence can overlap with communication. As for kinaco, the matrix-vector multiplication kernel is divided into internal and halo domains. In our original multigrid method, operations for aggregation of MPI processes are performed at the finest level (Fig. 1). Coarse grid aggregation (CGA) was proposed in [3]. Fig. 1 shows CGA procedures, where information from each MPI
process is gathered in a single processor at level = 7(4, 4, 1). Even though the size of the coarse grid problem is larger than that of the original configuration and the cost of gathering all information to one GPU would increase, we can expect that gathering all information to one GPU removes small grid communication, and also improves computational efficiency.

As for communication optimizations, overlapping contributed 4% speedup of the MGCG solver (Fig. 3). As for the CGA, we changed the level on which all information is gathered to one GPU, from le = 4 ([32, 32, 1]) to le = 9 ([1, 1, 1]). As for two, four, and eight processors, the best case is le = 4, which gathered the largest grids at the fine grid. 16 and 32 PEs were le = 5, and 64 PEs was le = 6. As for larger processors, the cost of gathering information was dominant in the case of finer grids. The improvement effects due to CGA are 12% for the case with two to 64 PEs. As a result of this communication optimization, the speed up of the MGCG solver is 16% faster, which is equivalent to 28% reduction of communication of the MGCG solver. The entire application is 3.9 times faster than CPUs, with good weak scaling up to 64 GPUs.

5 Discussion and Conclusions

This study showed that multiple GPUs are good for both performance and scaling for numerical ocean modeling from two to 64 GPUs. MPI communication of an MGCG solver, which could include GPU-intrinsic bottlenecks, were improved using two techniques. We evaluated these optimizations and discussed both the reduction of halo data transfer and nonlinear increase in collective data transfer on coarse grids. We expect that these ideas can also be applied to other scientific applications using an MGCG solver.

An MGCG solver is known to be scalable, and kinaco has been shown to scale up to 8,000 CPUs [6]. As for the experiments with larger numbers of GPUs, the cost of MPI collective communication would increase nonlinearly, and the CGA method would work poorly. Hierarchical coarse grid aggregation (hCGA) proposed for CPUs [1] would be effective. In hCGA, the number of MPI processes are repartitioned at an intermediate level before the final coarse grid solver on a single MPI process. In future work, we plan to evaluate and optimize kinaco for thousands of GPUs. To reduce the MPI communication cost, we will attempt to apply hCGA to hundreds of GPUs and evaluate and analyze in detail.
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