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1) Introduction 2) Challenges

Monitoring the execution with the integrated
dashboards gives only aggregated data
indicating performance of the workflow steps,
e. g. numbers of records.

The separation of timelines (e. g. jobs, stages
and tasks in Apache Spark) and metrics
(aggregated for e. g. jobs or tasks) in the

Apache Spark and Apache Flink are two Big
Data frameworks used for fast data
exploration and analysis.

Applications are implemented by chaining
API functions which are customized by
user-defined functions.
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Performance investigation and optimization
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is limited by the integrated dashboards and dashboard limits insights into the workflow
monitoring systems. characteristics over time.
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Probes are inserted in the processes to sample the depends on the time interval between o R Ll el
JMX metrics in regular time intervals. samples (<10% for 20 metrics @ 100Hz). ’ o = = —
The probes store data in Open Trace Format 2 (OTF2). Data for performance investigation is ‘ : — — |
After the execution, a separate process converts start stored in an established format Spark KMeans example in Vampir: The display shows the overview of all stages and tasks

d d tl f tl h t d . d Cl t f S k Fl k . obtained from the history server (top), in combination with per-process metrics from the
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. . . . . . Each process stores metrics in a trace. After execution, the program regions . . .

metrics are combined with timely information of are obtained from the history server. The region and metrics timelines are The system allows to enrich the traces with further data, such as call stack data gathered via Java

program sections and displayed by Vampir. shown together in Vampir. bytecode instrumentation and to compare different implementations for a problem.
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