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1 INTRODUCTION

Apache Spark and Apache Flink are two Big Data frameworks used
for fast data exploration and analysis. Both frameworks provide
the runtime of program sections and performance metrics, such as
the number of bytes read or written, via an integrated dashboard.
Performance metrics available in the dashboard lack timely infor-
mation and are only shown aggregated in a separate part of the
dashboard. However, performance investigations and optimizations
would benefit from an integrated view with detailed performance
metric events.

2 PROPOSED APPROACH

We propose a system that samples metrics at runtime and collects
information about the program sections after the execution finishes.
The program sections and their start and end times are provided
by the history server, a runtime component that stores informa-
tion about finished application runs. For the metrics, we enable the
built-in monitoring interface of the frameworks. Then, probes are
inserted into the framework processes to collect framework- and
JavaVM-related performance metrics via the Java management ex-
tensions (JMX). The probes sample user-defined metrics in regular
time intervals. For each sample, the metric value is stored together
with a timestamps in a trace file formatted in Open Trace Format 2
(OTF2). When a Spark or Flink application finishes, start and end
times of its program sections are obtained from the history server
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and converted to OTF2. Trace files with exact time information and
values of metrics are combined with timely information of program
sections and can be displayed and analyzed with performance tools
such as Vampir[2].

We ran KMeans, a parallel clustering application, from the Hi-
Bench benchmark suite[1] on a six node cluster to validate our
approach.

3 SUMMARY

The performance data is stored in an established format indepen-
dent from Spark and Flink versions and can be viewed with state-
of-the-art performance tools, i. e. Vampir. The overhead depends on
the sampling interval and was below 10% in our experiments. The
system allows to enrich the traces with further data in the future,
such as call stack data gathered via Java bytecode instrumentation.
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