A View from the Facility Operations Side on the Water/Air Cooling System of the K Computer
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ABSTRACT
Eight years have been passed since the first appearance of the K computer in the TOP500 list as the most powerful system at that time. Currently, the count down for the final shutdown has already started, and the preparations for the substitution are also underway. The Operations and Computer Technologies Division at the RIKEN R-CCS is responsible for the management and operations of the entire Facility, which includes the auxiliary subsystems such as the power supply, and water/air cooling systems. It is worth noting that part of these subsystems will be reused in the next supercomputer (Fugaku), thus a better understanding of the operational behavior as well as the potential impacts especially on the hardware failure and energy consumption would be greatly beneficial. In this poster, we will present some preliminary impressions of the impact of the cooling system on the K computer, from the Facility Operations side point of view, focusing on the potential benefits of the use of low water/air temperature respectively for the CPU (15°C) and DRAM memory modules (17°C) produced by the cooling system. We expect that the obtained knowledge will be helpful for the decision support and/or operation planning of the next supercomputer.

CCS CONCEPTS
• Information systems → Data analytics; Data centers; • Mathematics of computing → Time series analysis; • Hardware → Power and energy.
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1 INTRODUCTION
Almost five years have been passed from the first detailed operation analysis [6], and four years from the detailed hardware failure analysis [5] of the K computer system. There was no surprise in the results, and just confirmed the high reliability and availability explained by Miyazaki et al. [4] about the adopted design principles of the hardware system. A worthy note was the extremely low CPU failure rate (< 0.01%) during the regular usage, and with some peaks during some heavy usage, such as LINPACK and some Grand Challenge applications by using the entire system, but not surpassing 0.02%. Temperature is considered one of the key factors that can accelerate the transistor aging [1], which can degrade the performance and reduce the expected lifetime. It is worth noting that there is also the leakage current problem, and in [7] it is explained that the leakage current of the SPARC64 VIIIfx CPU was significantly decreased by adopting long gate transistors, and by lowering the junction temperature to 30°C via chilled water cooling. For this purpose, the CPU water cooling temperature was maintained around 15 ± 1°C since the beginning of the K computer’s operation.

Except during the large-scale maintenance period, the set of chiller systems has produced cold water at around 10°C to be used for the Heat Exchangers (HEX) for cooling down the CPU cooling water, and for the Air Handling Units for cooling down the air for the memory modules (DRAM), power supply, and other

Figure 1: Spatio-temporal distribution of the critical failures of the CPU (Left) and DRAM (Right) per compute rack.
components inside the racks. A detailed schematic design of the K computer cooling system is presented in [3], and the Facility Operations and Development Unit has been operating the entire cooling system by using different combinations of chillers and controlling the flow of the cooling water and air. To better understand the possible impact of the temperature on the hardware failures and energy consumption, we applied post-hoc visual log data analysis for the former, and also a set of benchmark applications on a single compute rack by using increased CPU water cooling temperatures for the latter. Some findings and impressions are presented in the following subsections.

2 HARDWARE FAILURES

Figure 1 shows the spatio-temporal distribution of the accumulated failures of the CPU and DRAM per compute racks [2]. We only took into consideration the hardware failures that required maintenance intervention and hardware component substitution. The maximum number of accumulated CPU failures in the racks was three, and for the DRAM was five. It is worth noting that inside a single compute rack, there are 96 CPUs and 768 DRAM modules, and we could not verify a clear correlation between the CPU and DRAM failures. As shown in the Figure 2, the CPU temperature has increased no more than 5°C even when running CPU intensive applications, and the airflow used to remove the heat from DRAM and other components on the SB (System Board) increase no more than 12°C even when running memory intensive applications. It is also worth noting that there also exist some compute racks that there were not affected by CPU or DRAM failures during the entire period of the operation.

3 ENERGY CONSUMPTION

We utilized a single compute rack (96 nodes) of the K computer to verify the impact of the CPU cooling water temperature on the energy consumption. We used the low-priority “Micro” class job, with a maximum of 30 minute running time, which is used to maximize the usage of idle compute racks. We utilized a compute rack (T45) with an attached power monitoring and logger device, to run a set of benchmark applications with different behaviors: SLEEP (Do nothing); PEK99 (CPU intensive); MEM72 (Memory intensive); SUB09 (CPU/Memory balanced usage); and ADVMV (Kernel from a production grade application). Figure 2 shows the CPU temperature (Left) and the cooling air temperature (Center) inside the compute rack T45 during the job running when using the CPU cooling temperature at 25°C. The cooling water temperature was changed by managing the primary loop water flow with a chilled water at 10°C. The graph at the right side shows the boxplot graph of the power consumption distribution of these five benchmark applications, when using CPU cooling temperature at 15°C and 25°C. We could verify that the increase in energy consumption was less than 5%. We could also observe that even increasing the CPU cooling water temperature in 10°C, the CPU running temperature rarely surpasses 30°C, and a low impact on the energy consumption. As a result, we can think that a wider fluctuation on the CPU cooling water temperature could be allowed without much consequences during the operation.

<table>
<thead>
<tr>
<th>Application</th>
<th>15°C</th>
<th>25°C</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLEEP</td>
<td>0.176</td>
<td>0.182</td>
<td>3.79%</td>
</tr>
<tr>
<td>PEK99</td>
<td>0.194</td>
<td>0.201</td>
<td>3.32%</td>
</tr>
<tr>
<td>SUB09</td>
<td>0.288</td>
<td>0.295</td>
<td>2.14%</td>
</tr>
<tr>
<td>MEM72</td>
<td>0.257</td>
<td>0.265</td>
<td>2.90%</td>
</tr>
<tr>
<td>ADVMV</td>
<td>0.292</td>
<td>0.299</td>
<td>2.50%</td>
</tr>
</tbody>
</table>

4 CONCLUSION

Although more deep evaluation is required, we could observe in practice that the theoretical benefits of using low cooling water temperature (15 ± 1°C) when running the K computer. From this small set of experiments, we could observe that even increasing the CPU cooling water temperature in 10°C, it may still allow the hardware to operate within specification with limited impact on the energy consumption and hardware failure rate. We expect that the obtained knowledge will be helpful for the decision support and operation planning of the new supercomputer Fugaku.
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