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ABSTRACT
Scientific data volumes are growing every day and instrument con-
figurations, quality control and software updates result in changes
to the data. This study focuses on developing algorithms that detect
changes in time series datasets in the context of the Deduce project.
We propose a combination of methods that include dimensionality
reduction and clustering to evaluate similarity measuring algo-
rithms. This methodology can be used to discover existing patterns
and correlations within a dataset. The current results indicate that
the Euclidean Distance metric provides the best results in terms
of internal cluster validity measures for multi-variable analyses of
large-scale earth system datasets. The poster will include details
on our methodology, results and future work.
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1 INTRODUCTION
Scientific datasets are continuously increasing in size and diversity
and it is becoming imperative to develop methods to quantitatively
assess and track changes in such datasets. In many cases, these
large datasets have spatial and/or time components and may vary
in terms of resolution, quality, and availability. It is important for
researchers to study the changes, variations, and patterns that occur
between different versions of data and within the same version. A
more in depth understanding of the data leads not only to better
analysis and research results, but can save the need to re-analyze
the datasets when changes are insignificant. The main goal of this
research is to develop statistical, machine learning and visualization
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methods to enable cross-comparison of large scientific datasets that
have spatial and temporal components in the context of the Deduce
project1. In this context, we focus on the deployment and evalua-
tion of combinations of similarity measures, non-linear dimension
reduction and clustering algorithms applied to high-dimensional
time series datasets to help with similarity searches.

2 RELATEDWORK
Previous work on similarity measures for time series data have
focused on single variable and multivariate time series classifica-
tion [7] but not clustering. Similarity measures computed based on
sequence alignment methods provide better results compared to
the standard Euclidean distance. Dynamic time warping (DTW) [2]
is an algorithm for measuring similarity between two temporal se-
quences, using pairwise sequence alignment which performs better
than other similarities in terms of classification accuracy. However,
this algorithm is based on dynamic programming and takes n2 com-
putations. The computed similarity matrix, is used as input into the
clustering procedure [1] to group and find representative patterns.
The quality of the clustering can be evaluated using internal clus-
tering validity measures [3]. In addition, dimensionality reduction
methods such as UMAP [4] are good tools not only for visualizing
the clustering results but also to embed the time series data [5, 8]
in a low dimensional space to improve the results.

3 METHODS
Clustering together with visualization methods can help scientists
understand the underlining structure existing in large unlabeled
datasets. Clustering is an unsupervised machine learning algorithm
that groups together similar time series while maximizing the dis-
tance between groups. A crucial step in clustering approaches deal-
ing with time series is to decide how to define similarity. This
project evaluates two issues facing unlabeled time series cluster-
ing analysis: the choice of similarity measure and the effects of
using dimensionality reduction embeddings. Changes in clustering
solutions are systematically assessed in a full combination of exper-
iments designed so that the two types of problems can be examined
in relation to each other since they affect the clustering solution.

All the experiments were applied to the FluxNet scientific dataset.
It includes data collected at sites from multiple regional flux net-
works. this extensive global network of towers (over 800) provides
the largest produced dataset of CO2, water vapor, energy fluxes

1http://deduce.lbl.gov
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Figure 1: Silhouette Analysis for K-Means Clustering and UMAP Visualization with Cluster Labels

and net ecosystem exchange (NEE). Bio-geoscientists use this data
to understand the essential factors that influence the CO2 and NEE
fluxes that critical for our understanding of relevant weather and
climate patterns. We validate our proposed methods on data ex-
tracted from the FluxNet2015 dataset [6]. We apply our methods to
both climate and ecosystem variables and combinations of these.

We address the problem of non-existing classification labels by
evaluating the methodology in terms of several internal clustering
measures and by examining the distribution of sites plus years com-
binations in the proposed solutions. The nonlinear dimensionality
reduction technique, UMAP was applied to visualize the solutions
and also to provide data embeddings in a lower dimensionality
space for better clustering solutions. These embeddings are easier
to cluster in comparison with the pre-computed similarity matrices.

4 EARLY RESULTS
The results we obtained in terms of the three cluster validity mea-
sures are very similar, we found that the standard Euclidean distance
works best when clustering is applied directly to the pre-computed
similarity matrix, while DTW provides better results when applied
to UMAP embeddings. First, we used the following variables to run
experiments: temperature, shortwave radiation, precipitation, wind
speed, and vapor pressure deficit (VPD). After running K-Means
clustering, ranging from 2 to 10 cluster solutions, the best number
of clusters based on the validity measures is 4. It is interesting to
note that the CHS measure keeps increasing as the number of clus-
ter increases, while both ASW and DBS had almost constant values
between 3 and 10 clusters, therefore any clustering solution could
provide insights about the data patterns.

The Silhouette plot in Figure 1. proves the cluster solution is
valid, since the silhouette coefficients of all the clusters are higher
than the average value. Checking the cluster distribution in terms
of the latitude and longitude of the site and the year the data was
recorded, we know specific information about every cluster. The
yellow cluster contains only sites near the US-Mexico border, at

about 30°N. The grey cluster mainly consists of sites between 35°and
50°N. The green cluster consists of sites mainly above 50 °N, but also
include some sites at high elevations. The main difference between
the green and grey cluster is that the peak temperature is lower for
the sites in the green cluster. The blue cluster contains sites mainly
between 0°and 35°S, with the majority of the sites being in Australia.
For temperature, shortwave radiation, and VPD the yellow cluster
has the highest peak overall and always has higher values than the
green and grey clusters, while the blue cluster follows the opposite
patterns as the others due to the seasons being opposite in the
southern hemisphere. For precipitation, we see the the yellow and
blue clusters get precipitation in waves while the grey and green
have consistent precipitation year round. For wind speed, all of the
clusters follow about the same trend except the blue cluster, which
has a unique trend. These variables are dependant on the season
and latitude primarily, and then on vegetation type and altitude.

5 CONCLUSIONS
After testing multiple similarity algorithms including the Euclidean
distance, Dynamic-TimeWarping, Pearson Correlation, and Fourier
Coefficients, we concluded that Euclidean distance gave the best
on multi-variable data. Thus, the Euclidean distance was chosen
as the distance measure for this combination of variables. This
resulted in better cluster solutions with more interpretable results.
These methods combined will allow for a more complete picture of
similarities between the different sites and different years.
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